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Research Question:

To what extent do users believe that companies/systems should be able
to use customer data for the purpose of personalization?

Introduction:
In a progressively digital world, companies have come to rely heavily on

consumer data to tailor and enhance user experiences. However, this
raises important concerns about privacy, transparency, and consent. My
project aims to determine what boundaries users believe should exist
when it comes to the use of their data, specifically in contexts where
personalization is the intended benefit. The goal is to understand how
much personalization users are comfortable with, in addition to how
much trust they place in companies to handle their data responsibly.

Background:

Apps and websites collect large amounts of user data with the promise
of delivering a more customized and efficient user experience. This
includes location data, browsing history, purchase habits, and even
biometric information. While personalization might improve usability and
satisfaction, it can come at the cost of user privacy. There’s a prevalent
belief that if more data is collected, there will be better service, but
collecting excessive personal information will not always lead to
significantly better outcomes. Instead, it introduces many risks, as
sensitive data is often stored insecurely, sold to third parties, or used in
ways that users did not explicitly consent to. Understanding these
boundaries is essential in developing ethical, safe, and user-adjusted
digital environments.

Methodology:

To investigate user outlooks, | designed a detailed survey, which |
distributed to a diverse group of respondents. My survey aimed to gather
user perspectives on data privacy and personalization. My survey
consisted of multiple-choice, checkbox, and short-answer questions.
Contributors were asked which types of personal data they preferred to
keep private, what actions they expect from companies after a data

breach, and which forms of personalized content they find most invasive.

My survey also explored how much users trust companies to protect their
data, what would increase their trust (e.q., third-party audits or clearer
orivacy policies), and how often they want to review their stored data.
Participants were asked about their habits around reading privacy
nolicies and what features would make those policies more user-
friendly. The data collected offers a detailed look into user expectations
around transparency, control, and ethical data use. By capturing this
qualitative and quantitative data directly from users, my research offers
a grounded, real-world understanding of public opinion on digital data
practices.

Survey Results and Graphs:

Total Responses: 30
Age (must be 18 or above)

30 responses

Age Range: 18 to 56 years

15

14(46+7%)

4 (13.3%)
2 (6.7%) 2 (6.7%) 2 (6.7%)

1(3.3%) 1(3.3%) 1 (3.3%) 1(3.3%) 1(3.3%) 1(3.3%)

22 23 24 92 o6 yes

3. Which types of personalized content or advertisements make you MOST uncomfortable?
30 responses

@ Targeted ads based on recent
conversations or voice input

@ Ads based on browsing history
m A () Ads related to health or mental health
topics
- @ Ads based on location or movement
tracking

@ General product recommendations (e.g.,
from past purchases)

@ None of the above — | don’t mind pers...

1. Which types of personal data would you prefer to keep private, regardless of how it might affect

your user experience?
30 responses

Social Security Number
Political beliefs 18 (60%)
Religious beliefs 15 (50%)

29 (96.7%)

25 (83.3%)
22 (73.3%)

Real-time location
Browsing/search history
Financial information 27 (90%)
Health/medical records 26 (86.7%)
None of the above 1(3.3%)

Info about my children! 1(3.3%)

4a. What would increase your trust in a company’s data practices?
30 responses

Independent third-party audits 8 (26.7%)

Transparency in data usage 25 (83.3%)

Easy-to-understand privacy
policies

Options to control what data is
collected

18 (60%)

23 (76.7%)

Government regulation/

_ 8 (26.7%)
compliance

Nothing would increase my trust 2 (6.7%)

0 )

Results:

My results show that there is significant concern among users regarding
the privacy and security of their personal data, with a strong preference
for transparency and control over data usage. Users generally feel
uncomfortable with highly personalized advertisements and expect
robust recovery efforts in the event of a data breach. Trust in companies
varies widely, with many users seeking clear and accessible privacy
policies to feel more secure.

Dangers of Data Exposure:

When personal data is breached, it can be used for identity theft,
financial fraud, or sold on the dark web. Even seemingly harmless data
like browsing history or location can be used to manipulate behavior
through targeted ads or misinformation. Leaked health, political, or
religious information can also lead to harm or discrimination. In short,
compromised data can lead to real financial, emotional, and social
consequences.

Applications

My findings have meaningful applications for multiple parties. For
companies, the insights serve as valuable feedback, directing them to
more ethical, rewarding personalization practices. Knowing what users
are and are not comfortable sharing can help businesses curate a
balance between offering a tailored experience while maintaining trust.
For users, this research encourages awareness of their rights and the
trade-offs they make when interacting with personalized services.
Transparency and consent in data practices not only improve user
satisfaction but also enhance long-term brand loyalty and compliance
with privacy regulations.

Next Steps:

Using the results of my survey, | am currently working on a
comprehensive research paper, aimed at contributing to both academic
and industry discussions on digital privacy and personalization. | intend
to publish this paper in an academic journal or present it in areas focused
on digital ethics and user experience design. | plan to explore this topic
further, looking at how demographic factors influence attitudes toward
data sharing, and what changes impact user trust over time.
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